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Midterm 2 Solutions
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Problem 1

Suppose X and Y are independent Gaussian random variables. That is,
X ~N(1,4) and Y ~ N(0,7).

® Find Cov(X,Y).
Solution:

Since X and Y are independent, Cov(X,Y) =0. ]
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Problem 1

Suppose X and Y are independent Gaussian random variables. That is,
X ~N(1,4) and Y ~ N(0,7).
O Find E(X2Y2).
Solution:
Since X and Y are independent, we can split the expected value as follows:
E(X?Y?) = E(X?)E(Y?).
Solving for E(X?), we have

E(X®) = V(X)4+{EX)} defn of variance
= 4412 x~ N(1,4)
= 5.
Solving for E(Y?), we have
E(Y?) = V(Y)+{E(Y)P defn of variance
= 740° v~ N(0,7)
7.
Therefore, E(X?Y?) = E(X?)E(Y?) = (5)(7) = 35. O
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Problem 1

Suppose X and Y are independent Gaussian random variables. That is,
X ~N(1,4) and Y ~ N(0,7).

® Find E(3X —2Y).
Solution:

By the linearity of expectation, we have

EGBX —2Y) = 3E(X)—2E(Y)
= 3(]_) - 2(0) X ~ N(1,4) and Y ~ N(0,7)
= 3.
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Problem 1

Suppose X and Y are independent Gaussian random variables. That is,
X ~N(1,4) and Y ~ N(0,7).

® Find V(3X —2Y).

Solution:

V(3X —2Y) = V(3X)+ V(-2Y)
Variance of the sum of independent RVs: V(X + Y) = V(X) + V(Y)

= 32 V(X) + (_2)2 V( Y) Variance of a linear transform: V(aX + b) = J7\/(X>
= 9(4) + 4(7) X ~ N(1,4) and Y ~ N(0,7)
= 64.

O
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Problem 1

Suppose X and Y are independent Gaussian random variables. That is,
X ~N(1,4) and Y ~ N(0,7).

O Find P(—3 <3X-=-2Y< 5). Hint: Sum of 2 Gaussian RVs is a Gaussian RV.

Solution:
Let W =3X —2Y.
From part c) and d), we know that W ~ N (u = 3, 0% = 64).

g g g

P(_3 S w S 5) = P <_3 —# S wW- H S 5 'u) standardization

1 3
= [O) <Z - —Z probability = area under the standard normal curve

= 0.59871 — 0.22663  7-table values
= 03721. OJ
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Problem 2

Consider a random variable X with the PDF
f(x)=A+Bx?>, 0<x<2.
If E(X)=1/2, find A and B.

Solution:

There are two unknowns, A and B. We will need two linear equations to find their
values.

Since f(x) is a valid density, it must integrate to 1.

L= f Z F(x)dx

2
/ A+ Bx?dx
0

32
X
- A B—’

X+ 3o

8
= 2A+ -B.
+3

(cont’d next slide...)
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Problem 2

Consider a random variable X with the PDF
f(x)=A+Bx*, 0<x<2

If E(X) =1/2, find A and B.

Solution:
Also, we need E(X) = 1/2. This means

% _ / e (x)dx

— o0

2
= / x(A + Bx*)dx
0

2 4

2
X X
= AL ¢ B—.
2 4 lo
= 2A+4B.
(cont’d next slide...)
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Problem 2

Consider a random variable X with the PDF
f(x)=A+Bx?>, 0<x<2.

If E(X)=1/2, find A and B.

Solution:
Solving the following system of linear equations, we have
2A+ 8B =1
2A+4B =1
4 1
= gB = —5 subtracting the 1st eqn from the 2nd
3
=B=-2>
8
= 2A + g (—%) =1 substituting the value of B to the 1st eqn
=A=1
Thus, we have the following PDF:
f(x)zl—%xz, 0<x<2 O
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Problem 3

Suppose that the completion time in hours T for the STAT 3375Q final
exam follows a distribution with density
f(t) = 2(2+t) 0<t<3
27 oo
What is the probability that a randomly chosen student finishes the exam
during the first 30 minutes.
Solution:

1
P (T S %) = /02 227(t2 =+ t)dt probability = area under density curve
_o2 (e 2\ 1
To27\3 2 3
_2(1 1y_2(4
o271 \24 "8/ 27\24
1
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Problem 4

Given that X has MGF
1 1 1 1
m(t) = 6e72t + ge*t + Zet + Ze%,
what is the probability that X is even.
Solution:

Matching the MGF above to the MGF formula

m(t) = E(eX) = Zy e™p(x), we know that the given MGF corresponds

to a discrete random variable with PMF:

Ioifx=-2,
1 .
3, fx=-1
X) =
px) I ifx=1,
I ifx=2
Therefore,
P(X i ) = P(X 2)+ P(X =2) . + L >
IS even) = = — = = — — = —.
6 4 12
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

F(x,y) 4xy, f0<x<1,0<y<1,
x,y) =
Y 0, elsewhere.

® Find the marginal PDF of X, f(x), and Y, f(y).

Solution:
f(x) = / f(x,y)dy
1
= / 4xydy
0
21
y
— 4 7‘
x 2 1o
= 2x, 0<x<1
Similarly, f(y) =2y, 0 <y < 1. O
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

F(x,y) 4xy, if0<x<1,0<y<1,
X,y) =
Y 0, elsewhere.

O Find the conditional PDF of Y given X, f(y|x).

Solution:
f(x,y)
k) =
>y
2x
= 2, 0<y<1
]
15 / 69

Mary Lai Salvafia, Ph.D. UConn STAT 3375Q Introduction to Mathematical Statistics | Lec 18



Problem 5

Suppose X and Y are continuous random variables with joint PDF

Flx.y) 4xy, if0<x<1;0<y <1,
X,y) =
y 0, elsewhere.

® Find P(Y < 3/4/X =1/2).

Solution:
3/4
P(Y <3/4X =1/2) = / Flylx = 1/2)dy
0

3/4
- / 2ydy Using the conditional PDF in part b)
0

B 2‘3/4_3
- Yl T 16

O
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

dxy, if0<x<1,0<y<1,
(x,y) =
0, elsewhere.
® Find E(Y|X = x).
Solution:

o0

E( Y|X — X) — yf y|X dy def'n of conditional expectation

3|, 3

/m

1 y31 2
y _
0

L]
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Problem 6

Let X be a random variable with MGF

elel ift£0
m(yy =4 2 7
1, if t=0.

O Give the distribution of X.
Solution:

Matching the MGF above with known MGF formulas, we know that
X ~ U(-1,1), where §; = —1 and 6, = 1. O
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Problem 6

Let X be a random variable with MGF

et_eft f
m(t):{ e f170

1 if t=0.

O Compute E(X) and V(X).
Solution:

Using the mean and variance formula of a uniform RV, we have

91+92_—1+1_0
22
P ) S L G L

12 12 12 3

O
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Problem 7

Let X and Y be random variables such that

E(X)=1, E(X®)=3, E(XY)=-4, E(Y)=2, V(Y)=25.

® Find E(2X + Y).

Solution:

E(2X + Y) — 2E(X) + E( Y) linearity of expectation
= 2(1) + 2 given
= 4
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Problem 7

Let X and Y be random variables such that

E(X)=1, E(X?) =3, E(XY)=-4, E(Y)=2, V(Y)=25.

® Find E{X(2X + Y)}.
Solution:
E{X(2X+Y)} = E@X?+XY)
- 2E(X2) + E(XY) linearity of expectation

= 2(3)+(—4) given
= 2.

O
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Problem 7

Let X and Y be random variables such that

E(X)=1, E(X?) =3, E(XY)=-4, E(Y)=2, V(Y)=25.

® Find Cov(X,2X +Y).

Solution:

Cov(X,2X +Y) = E{X(2X+Y)} - E(X)E(2X + Y)

def’n of covariance: Cov(X, Y) = E(XY) — E(X)E(Y)

— 2 - (1)(4) answers from part a) and b)
= -2

O
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Problem 7

Let X and Y be random variables such that
E(X)=1, E(X?) =3, E(XY)=-4, E(Y)=2, V(Y)=25.

® Find V(2X + Y).
Solution:
VX +Y) = 22V(X)+ V(Y)+2Cov(2X,Y)
Variance of the sum: V(X + Y) = V(X) 4+ V(Y) + 2Cov(X, Y)
= 4V(X)+ V(Y)+2(2)Cov(X,Y)
Covariance of linear transform: Cov(aX + b, cY + d) = acCov(X, Y). Herea=2,c =1
= 4[E(X?) — {E(X)}’] 4+ 25+ 4{E(XY) — E(X)E(Y)}
def'n of variance and covariance
= 4(3-1%)+25+4(—4— (1)(2))
= 0.
O
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Problem 7

Let X and Y be random variables such that

E(X)=1, E(X®) =3, E(XY)=-4, E(Y)=2, V(Y)=25.

® Find Corr(X,2X +Y).
Solution:
Cov(X,2X +Y)

JVX)V2X 1Y)
-2

(2)(9)
= —0.47.

Corr(X,2X +Y) =

def'n of correlation

answers from part c) and d)
-2
V18
L]
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Univariate & Multivariate
f(XJy)

oy
O
SO
g
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Next Few Topics: X — h(X)

Original RV Transformed RV

X~Uniform(0,1) U = -log(X)
4 o
£
S 7 © -
4 e
* < g "
S
~
o o H
=
Index Index
i e at distribution is this?
£ <
= . o
£ =
= < o~
= s
o o
= r T T T T 1 ° r T T T 1
0.0 0.2 04 0.6 0.8 1.0 o 2 4 6 8
M u
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Functions of Random Variables (Univariate)
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Functions of Random Variables (Univariate)

Suppose we have a random variable X with PDF fx(x).

Define a new random variable U = h(X), where h is a (one-to-one)
monotone function.

> h(x) =€~

> h(x) =In(x)
> h(x) = v/x
> h(x) = x?

What is the PDF of U?
» CDF Method

» Jacobian Method (PDF-to-PDF Method or change of variable)
» MGF Method
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The CDF Method
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The CDF Method

Theorem: The CDF Method

Let X be a random variable with CDF Fx(x). Define U = h(X) where h is
a monotone function. Let the domain of X and codomain of U be

X = {x:fx(x) >0} and U = {u: u= h(x) for some x € X'},
respectively.

@ If his an increasing function on X', the CDF of U is given by
Fu(u) = Fx(h™Y(u)), foralluecl.

@® If his a decreasing function on X', the CDF of U is given by

Fu(u) =1— Fx(h~(u)), forall uell.

The density of U, fy(u) can be obtained by differentiation as follows:

() = S Fulw)
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The CDF Method

Proof:
FU(U) = P(U é U) CDF def'n
P{h(X) < u} uv-nx.
If his an increasing function:

FU(U) - P[h_l{h(X)} S h_l(u)] applying inverse transformation

. L —1. . .
does not change the inequality since h is also increasing

This means that if a < b, then h ™ (a) < h™ ! (b).

— P{X S h_l(u)} Def'n of inverse: f & g are inverses iff f(g(x)) = x
= Fx{h_l(u)}. CDF defn [
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The CDF Method

Proof:

Fu(u) = P(USU) CDF def'n
P{h(X) < u} U = h(X).

If his a decreasing function:

Fu(u) = P[hHh(X)} > h ()] avsvine inverse canstormation
NEED TO CHANGE the inequality since h™ ! is also decreasing
This means that if a < b, then h™~1(a) > h™1(b)
= P{X > h_l(u)} Def'n of inverse: f & g are inverses iff f(g(x)) = x
1—P{X <hu)} complement
= 1- Fx{h_l(u)}. CDF defn [
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The CDF Method

Example 1:
Find the CDF of U = h(X) = —log X, X ~ U(0,1).

Visualizing the problem...

X~Uniform(0,1) U = -log(X)
B ot ®
o | ¢
= ©
£ -
T e, =
x T
\A g
4 5 2
o
S - Lol o
400 600 800 1000
Index Index
N
- = What distribution is this?
2 9] .
. g
< | o
S =
o | o
< r T T T T 1 e T T T T 1
0.0 0.2 04 0.6 0.8 1.0 0 2 4 6 8
X u
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The CDF Method

Example 1:
Find the CDF of U = h(X) = —log X, X ~U(0,1).
Solution:

Domain of X: x € (0,1)

Codomain of U: u= —log(x) = u € (0,00).
0, ifx<0,
CDF of a uniform RV X over [0,1]: Fx(x) =¢x, if0<x<1,
1, ifx>1
Fu(u) = PU<u) CoFdern

= P(— |Og X § U) given

= P(logX > —u) multiply —1 to both sides
= P(X > efu) take exponential of both sides
= 1—-P(X<e™") complement

= 1—Fx(e™) cDFdern

= 1 — efu. CDF of X, 2nd case since0 < e~ ¥ < 1 O

Note that this is the CDF of an exponential RV with g = 1.
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The CDF Method

Example 1:
Find the CDF of U = h(X) = —log X, X ~ U(0,1).

Visualizing the problem...

X~Uniform(0,1) U = -log(X)
B ot ®
o | ¢
= ©
£ -
T e, =
x T
\A g
4 5 2
o
S - Lol o
400 600 800 1000
Index Index
N © \
- e . What distribution is this? Exp(1)
2 9] R
. g
< | o
S s 7
o o e - ...
< r T T T T 1 e T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0 0 2 4 6 8
X u
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The CDF Method

Example 2:

Let X have the PDF fy(x) = 2x, 0 <

Let U = X2.

Find the PDF of U.

Visualizing the problem...

E /. S AP0 o -c -n-r'.ws B
Y A “-' % ﬁ ~- L o |
s ,_4\ E]
| a. ~ e B
5 .° "o U ' .
« | ot L
o o
o o
s ™ =
Index Index
2 o What distribution is this?
i
- @
c
g 2 )
<
0 o
=)
o o
° r T T T T 1 e f T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
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The CDF Method

Example 2:
Let X have the PDF fx(x) =2x,0 <x < 1.
Let U = X2. Find the PDF of U.

Solution:
Domain of X: x € (0,1)
Codomain of U: u=x*= u € (0,1).

0, ifx<o0
CDF of X: Fx(x) = [y 2tdt =< x>, if0<x<1,

1,

P

if x> 1.
Fu(u) = PU<u) CcoFdern
= P(X*<u) wen
= P(X <Vu) isolate x
= U. CDFof X, 2nd case since 0 < v/ < 1
d
fu(u) = EFu(u)
= 1. O

Note that this is the PDF of a U(0,1) RV.
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The CDF Method

Example 2:
Let X have the PDF fx(x) =2x,0 <x < 1.
Let U = X?2. Find the PDF of U.

Visualizing the problem...

o |
=)
x
g
o .o
.
Sl
o | ',,l}'.~s..‘,é.
S T
800 1000
Index Index

o o~
o -
I
- <

c

g 2 )

<
0 o
=)
o o
° r T T T T 1 e f T T T T 1

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
x u
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The CDF Method

Example 3:

Let Z have the PDF ¢(z) = —t=e~ 2, —00 < z < 0.

e
Let Y =0Z + u. Find the PDF of Y.

Visualizing the problem...

Z~N(0,1)

10123
L L
.

5*z+10
15 25
I I

-3

Index Index

02 03 04
~

f(z)

fy)
0.00 0.02 0.04 0.06

00 0.1
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The CDF Method

Example 3:
22
Let Z have the PDF ¢(z) = \/%e_T, —00 <z < 0.
Let Y =0Z + u. Find the PDF of Y.
Solution:

Domain of Z: (—o0, o0)
Codomain of Y: (—o0, o0)
Fy(y) = P(Y <y) cDFdcn
= P(cZ+4+u<y) transformation

= P (Z S H) isolate the original RV
(e

= [0} (y #) . CDF of the original RV: Standard Normal CDF ®(z)

g
d d y—p
) = 10 = 3 (o5}
v(y) a (0= .
= 1 {¢ (u) } derivative of CDF ®(z) is PDF ¢(z); chain rule
g g
11 (=) 1 P
= ——¢ 2 = e 202 . [J
This is the Gaussian PDF. 0 /27 V2mo?
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The CDF Method

Example 4:
2
Z
Let Z have the PDF ¢(z) = ——=e~ 7, —00 < z < 0.
et ave the o(2) o€ 7, —00<z< 0
Let Y = Z2. Find the PDF of Y.
Visualizing the problem...
0 200 400 600 800 1000
Index Index
- 7 e What distribution is this?
g T T T T T T = 1 g r T T T T T 1
3 2 -1 0 1 2 3 0 2 4 6 8 10 12

y
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The CDF Method

Example 4:
Let Z have the PDF ¢(z) = \/%e

Let Y = Z2. Find the PDF of Y.
Solution:

2, —00<z< 0.

Domain of Z: (—o0,o0)

Codomain of Y: (0, 00)

Fyv(y) = P(Y <y) cDFdefn

P(Z2 S y) transformation

P (—\/_)7 § V4 § \/y) isolate the original RV
P(Z<Vy)—P(Z<—VY)

= [0) (\/y) )] (—\/)7) . CDF of the original RV: Standard Normal CDF ®(z)

(cont'd next slide...)
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The CDF Method

Example 4:
Let Z have the PDF ¢(z) 1
Let Y = Z2. Find the PDF of Y.

Solution:

Domain of Z: (—o0,o0)
Codomain of Y: (0, c0)

d

fly) = di’y{Fv(y)}:;"ym(m}—@w—m}

1

= O - |3 e (V)

derivative of CDF ®(z) is PDF ¢(z); chain rule

1 1
= P — e 2
2\/y 2r
1 _y
= \/Te 2,
Ty
This is the x?(1) PDF.
Mary Lai Salvafia, Ph.D. UConn STAT 3375Q
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The CDF Method

Example 4:
2
Z
Let Z have the PDF ¢(z) = ——=e~ 7, —00 < z < 0.
et ave the o(2) o€ 7, —00<z< 0
Let Y = Z2. Find the PDF of Y.
Visualizing the problem...
0 200 400 600 800 1000
Index Index
. e What distribution is this? x{;
g T T T T T T = 1 g r T ...(.>-...f------\- ------  E— 1
3 2 -1 0 1 2 3 0 2 4 6 8 10 12

y
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The Jacobian Transformation Method
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The Jacobian Transformation Method

Theorem: The PDF-to-PDF Method (monotone)

Let X be a random variable with PDF fx(x). Define U = h(X) where h is
a differentiable monotone function for all values where fx(x) > 0, such
that the equation u = h(x) can be solved for x to yield x = h=1(u). Then,
the PDF of U has the form:

S
fulo) = el (| P

where | - | is the absolute value function.

dh;zj(”) is called the Jacobian of the transformation h and accounts for the
stretching of the interval caused by the transformation.

The theory behind this method is more difficult than the CDF method but it is
often easier to compute in practice.

Advantage: direct computation of the PDF of U without the middle step of
finding the CDF of U.
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The Jacobian Transformation Method

Theorem: The PDF-to-PDF Method (non-monotone)

Let X be a random variable with PDF fx(x). Define U = h(X) where h is
a differentiable non-monotone function. The PDF of U has the form:

n(y)

L u
u):ZfX{h; (u)} dhic ( )
k=1

where n(y) is the number of invertible intervals, h, !(u) is the inverse
transformation on the interval k, and | - | is the absolute value function.

non-monotone transformations can be dealt with by splitting the
transformation into intervals which are locally monotone...
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Monotonic vs. Non-Monotonic Transformations

Definition: Monotonic Function

A monotonic function is a function whose first derivative does not change
signs. Thus, it is always decreasing or always increasing, or always
constant, but not more than one of these.

Definition: Non-Monotonic Function

A non-monotonic function is a function whose first derivative changes
signs. Thus, it is increasing or decreasing for some time and shows
opposite behavior at a different location.
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Monotonic vs. Non-Monotonic Transformations
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The Jacobian Transformation Method: How it Works

We need the following to obtain the new PDF:

» original PDF: fx(x)

» transformation function: u = h(x)

» inverse of the transformation: x = h~*(u)
-1

» Jacobian: th(”)
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The Jacobian Transformation Method

Re-doing Example 2:
Let X have the PDF fx(x) =2x,0 <x < 1.
Let U = X?2. Find the PDF of U.

Solution:
Domain of X: x € (0,1)  sen
Codomain of U: u € (0,1)
Transformation: u = h(x) = x> e
Deriving the inverse of the transformation, h™1(u):

(write x in terms of u)

U:X2

\/E == X only take the positive root since x € (0, 1)

Therefore, the inverse function is h=*(u) = \/u

Jacobian: 9= (”) =L (Vu) = L(u1/?) = Jut/2l = L4712,

(cont’d next sllde...)
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The Jacobian Transformation Method

Re-doing Example 2:
Let X have the PDF fx(x) =2x, 0 <x < 1.
Let U = X2. Find the PDF of U.

Solution:

Transformation: h(x) = x2
Inverse: h *(u) = /u

. dh—1 _1/
Jacobian: =% W _ 1,-1/2
u 2

Deriving the PDF of U using the formula in the theorem:

dh™*(u)

fulu) = fx{h l(u)}

Il

N
e
S
-

= 1. Thisis the U(0, 1) PDF.

We arrived at the same PDF as the CDF method'’s.

Mary Lai Salvafia, Ph.D. UConn STAT 3375Q Introduction to Mathematical Statistics | Lec 18 53 / 69



The Jacobian Transformation Method

Re-doing Example 3:

Let Z have the PDF ¢(z) = \/%e_%, —00 <z < 0.
Let Y =0Z + u. Find the PDF of Y.
Solution:
Domain of Z: (—00,00)  siven
Codomain of Y: (—o0,00)
Transformation: y = h(z) =oz+pu e
Deriving the inverse of the transformation, h=(y):

(write z in terms of y)

y = oz+4+upu
yY—H
= z
o
Therefore, the inverse function is h™!(y) = £

Jacobian: dh;i;(y) — d% (4) = 1

o o’
(cont'd next slide...)
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The Jacobian Transformation Method

Re-doing Example 3:

Let Z have the PDF ¢(z) = e 7, —00 <z < o0.
Let Y =0Z + u. Find the PDF of Y.

Solution:
Transformation: h(z) =oz+

Inverse: h'(y) = “

o

dhty) _
dy _

Deriving the PDF of Y using the formula in the theorem:

Jacobian:

e

dh™*(y)
dy

fr(y) f{h'(y)}

1 y=w)?

= 6‘7 202, This is the Gaussian PDF. [

V2mo?
We arrived at the same PDF as the CDF method'’s.

Mary Lai Salvafia, Ph.D. UConn STAT 3375Q Introduction to Mathematical Statistics | Lec 18

55 / 69



The Jacobian Transformation Method

Re-doing Example 4:

Let Z have the PDF ¢(z) = \/%e_T, —00 <z < 0.
Let Y = Z2. Find the PDF of Y.

Solution:
Domain of Z: (—00,00)  given
Codomain of Y: (0,00)
Transformation: y = h(z) = z* is monotone on (—oco,0) and (0,00)  given

Deriving the inverse of the transformation, h=*(y): (write z in terms of y)

2
y = z
Ty
Therefore, the inverse function is h; ' (y) = /y if z> 0 and hy'(y) = —/y if
z <0.
Jacobian: #L0) _ ¢ =1y 2ifz>0and
acobian: =77 = & (Vy) =13y if z>0an

dhy ! —1/2
L = & (y) =3y ifz <0,

(cont’d next slide...)
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The Jacobian Transformation Method

Re-doing Example 4:
Let Z have the PDF ¢(z) = L-e 2, —00 < z < o0.

Let Y = Z2. Find the PDF of Y
Solution:

Transformation: h(z) = 2°
Inverse: h, '(y) = /yifz>0and h, '(y) = —/yifz<0

1 —1
Jacobian: dhldiy(y) = %yfl/Z if z>0 and dh?T(y) = 75 y M2 ifz<0

Deriving the PDF of Y using the formula in the theorem (non-monotone):

dhi(y) 1|9t (y)
f = f{h ')H—2- | + Ak Sl
v(y) A Y=g, |+ el Y=
1 (CV0 g I 1 w1
_ o2 ‘7}/ I e g ’77)/ 1/2’
2T 2 27 2
formula for non-monotone functions
1 _y
= ———e 2. Thisisthe x°(1) PDF. [
2wy
We arrived at the same PDF as the CDF method’s.
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The Jacobian Transformation Method

Example b:
Suppose we have an exponential RV X with PDF fx(x) = e, x > 0.
Let U = v/X. Find the PDF of U.

Visualizing the problem...

X
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The Jacobian Transformation Method

Example b:
Suppose we have an exponential RV X with PDF fx(x) = e, x > 0.
Let U = vX. Find the PDF of U.
Solution:
Domain of X: [0,00]  cien
Codomain of U: [0, 0]
Transformation function: u = h(x) = /x  wven
Deriving the inverse of the transformation, h™1(u):

(write x in terms of u)

= Vx
v o= x.

Therefore, the inverse function is h=1(u) = v?

Jacobian: LZJ(”) =4 (u?) =2u.

(cont'd next slide...)
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The Jacobian Transformation Method

Example 5:
Suppose we have an exponential RV X with PDF fx(x) = e *, x > 0.
Let U = v/X. Find the PDF of U.
Solution:
Transformation function: h(x) = v/x

Inverse: h*(u) = u*

1
Jacobian: th(“) =2u

Deriving the PDF of U using the formula in the theorem:

dh™(u
fuu) = Ffclh "(u)} du( )
= |2u]
= 2ue_”2 . 2uis always positive since u € [0, o]

This is the Rayleigh distribution.
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The Jacobian Transformation Method

Example b:

Suppose we have an exponential RV X with PDF fx(x) = e, x > 0.

Let U = v X. Find the PDF of U.

Visualizing the problem...
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The MGF Method
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The MGF Method

Theorem: Uniqueness Theorem

Let mx(t) and my(t) denote the MGF of RVs X and Y, respectively. If

both MGFs exist and mx(t) = my(t) for all values of t, then X and Y
have the same probability distribution.
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The MGF Method: How It Works

To find the distribution of the transformation:
@ Derive the MGF of the transformed RV.

® Compare the MGF of the transformed RV to the MGFs of known
distributions.

© The distribution of the transformed RV follows the distribution of the
matching MGF.
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The MGF Method

Re-doing Example 4:

Let Z have the PDF ¢(z) = L-e 2, —00 < z < o0.

V2
Let Y = Z2. Find the PDF of Y.

Solution:

Derive the MGF of the transformed RV.

my(t) = mp(t) = fzz)

\\
88

T

(cont'd next slide...)
Mary Lai Salvafia, Ph.D. UConn STAT 3375Q

def'n of MGF

dZ def'n of expected value

z
2 dZ Z is standard normal

N
>1

e

the integrand resembles a Gaussian PDF with o = 0 and 0% =

1 -2t
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The MGF Method

Re-doing Example 4:

22
Let Z have the PDF ¢(z) = \/%e_T, —o0 < z < oo0.
Let Y = Z2. Find the PDF of Y.

Solution:
Derive the MGF of the transformed RV. (cont’'d)

22

T2 1 V=R
mY(t) = / 76 (1 Zt) dz  Recall the Gaussian PDF kf‘ 202

= 1 Zt) dz multiply a factor of 1
Vio 2t/ ,ﬁ F
/ 77%) dz
1-2t /271 5

= (1) Gaussian PDF integrates to 1

\/172

(cont’d next slide...)
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The MGF Method

Re-doing Example 4:
Let Z have the PDF ¢(z) = \/%re
Let Y = Z2. Find the PDF of Y.

Solution:

Derive the MGF of the transformed RV. (cont'd)

2, —o00 <z < o0.

— 1 1
mY(t) = m Recall Gamma MGF 1 poe

Note that this is the MGF of a Gamma RV with & =1/2 and = 2.

Thus, Y is x? with v = 1 degree of freedom.
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Questions?

Mary Lai Salvafia, Ph.D.
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Homework Exercises: 6.15, 6.20, 6.23, 6.28, 6.46
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