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Problem 1

Suppose X and Y are independent standard normal random variables.
That is, X ~ N(0,1) and Y ~ N(0,1).

® Find Cov(X,Y).
Solution:

Since X and Y are independent, Cov(X,Y) =0. ]

Mary Lai Salvafia, Ph.D. UConn STAT 3375Q Introduction to Mathematical Statistics | Review 3/22



Problem 1

Suppose X and Y are independent standard normal random variables.
That is, X ~ N(0,1) and Y ~ N(0,1).
O Find E(X2Y?).
Solution:
Since X and Y are independent, we can split the expected value as follows:
E(X?Y?) = E(X?)E(Y?).
Solving for E(X?), we have

E(XZ) = V(X) —|— {E(X)}z def'n of variance
= 1—|—O2 X ~ N(0,1)
= 1

Solving for E(Y?), we have
E(Y?)

V( Y) + {E( Y)}2 def'n of variance
14+0° v~
1.

Therefore, E(X?Y?) = E(X})E(Y?) = (1)(1) = 1.

—
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Problem 1
Suppose X and Y are independent standard normal random variables.
That is, X ~ N(0,1) and Y ~ N(0,1).
® Find E(3X —4Y).
Solution:

By the linearity of expectation, we have

EGBX —4Y) = 3E(X)—4E(Y)
= 3(0) - 4(0) X ~ N(0,1) and Y ~ N(0,1)
= 0.
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Problem 1

Suppose X and Y are independent standard normal random variables.
That is, X ~ N(0,1) and Y ~ N(0,1).

® Find V(3X — 4Y).

Solution:

V(3X —4Y) = V(3X)+ V(-4Y)
Variance of the sum of independent RVs: V(X + Y) = V(X) + V(Y)

= 32 V(X) + (_4)2 V( Y) Variance of a linear transform: V(aX + b) = J7\/(X>
= 9(1) + 16(1) X ~ N(0,1) and Y ~ N(0,1)
= 25.

O
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Problem 1

Suppose X and Y are independent standard normal random variables.
That is, X ~ N(0,1) and Y ~ N(0,1).

O Find P(—3 <3X—-4Y < 5). Hint: Sum of 2 Gaussian RVs is a Gaussian RV.

Solution:
Let W =3X —4Y.
From part c) and d), we know that W ~ N (u = 0, 0% = 25).

P(_3 S w S 5) — P <_3 —K S w- ® S 5 M) standardization
g g g

-3-0 W-0 _5-0
= P < <
( V25 T V25 T 25)

~p(Eezen)
5

3
= ¢(1) - (—g probability = area under the standard normal curve

= 0.84134 — 0.27425  7-table values
= 0.5671. [
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Problem 2

Consider a random variable Y with the PDF
f(y):’y5‘, —-1l<y<3.
Find E(Y).

Solution:

Distribution of Y

E( Y) = / yf(y)dy def'n of expected value
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Problem 3

Suppose that the completion time in hours T for the STAT 3375Q final
exam follows a distribution with density
2
ft)= =(t>+1), 0<t<3.
(1) = (P +1), 0<t<
What is the probability that a randomly chosen student finishes the exam
during the second hour of the exam.

Solution: 2 5
Pl<T<2) = /—(t2+t)dt
L 27
Distribution of T probability = area under density curve
2
1 = 3 La_i_ﬁ
o Too27\3 2 )
_o2(8. 4 1 1
2 So27\3 2 3 2
L 2(7,3)_ 2 (1449
00 05 10 1;5 20 25 30 - 27 \ 3 2 - 27 6
23
= =0
81
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Problem 4
Given that X has MGF

1 1
-ttt * 2t
e—|-4e+4e,

W[ =

1
m(t) = Ze7 +

find P(|X| <1).
Solution:
Matching the MGF above to the MGF formula

m(t) = E(eX) = >y e™p(x), we know that the given MGF corresponds
to a discrete random variable with PMF:

§, ifx=-2,
1 .
3, ifx=-1
X =
P(x) 1oifx=1,
I ifx=2

Therefore,

1 1 7
P(IXI<1)=P(X =-1)+P(X=1) =3+, = .
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

f(x, y) 15x%y, if0<x<y<lI,
X,y) =
0, elsewhere.

® Find the marginal PDF of X, f(x).

Solution:

o0
f(x) g / f(X, y)dy def'n of marginal PDF

—00

1
= /15X2ydy
X
2
e
2
15
= ?X2(1—X2), 0<x<1.

= 15

X
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

f( ) 15x2y, if0<x<y<1,
X,y) =
Y 0, elsewhere.

O Find the conditional PDF of Y given X, f(y|x).

Solution:
f'
f(y|X) — )(C)(<)’())/ def’n of conditional PDF
- 15x%y
2x2(1-x?)
2y
= 12 0<x<y<L
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

15x2y, if0<x<y<1,

f(x,y)=
() 0, elsewhere.

® Find P(Y <1/2|X =1/4).
Solution:

1/2
P(Y S 1/2|X = 1/4) / f(_y|X = 1/4)dy conditional probability = area under the conditional PDF
1

/4

/ T g / e
s 1—(3)° e 1— 16

1
Using the conditional PDF in part b) and fixing x —
4

1/2 5 30 [1/2

Y

= / gdy = 15 ydy
1/4 16 1/4

_ 2(y ‘1/2_2 1_1)\_32/3\_1
15\ 2 Jliya 15\8 32) 15\32) 5’
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Problem 5

Suppose X and Y are continuous random variables with joint PDF

f(Xay) =

® Find E(Y|X = x).

Solution:

E(Y|X = x)

Mary Lai Salvafia, Ph.D.

UConn STAT 3375Q

15x2y, if0<x<y<lI,

0, elsewhere.

oo
/ yf(y‘X)d_y def'n of conditional expectation
[eS)

1 1
2y 1 2
/y1—x2dy:1—x2/2y dy

1

2/(1-x°
3\1—-x2/"
O

Introduction to Mathematical Statistics | Review 14 / 22



Problem 6

Let X be a random variable with MGF

m(t) = (1- ;)2 It < 2.

® Find £(X).

Solution:

Mary Lai Salvafia, Ph.D.

O
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Problem 6

Let X be a random variable with MGF

O Find E(X?).

Solution:

Mary Lai Salvafia, Ph.D.

m(t) = (1- ;)2 It < 2.
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Problem 6

Let X be a random variable with MGF

£\ —2
m(t) = (1—5) <2
® Find V(X).
Solution:
V(X) g E(X2) — {E(X)}2 def'n of variance
3 1
Z-12=Z,
2 2
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Problem 7

Let X and Y be random variables such that

E(XX)=1, V(X)=1, E(Y)=2, V(Y)=2 Cov(X,Y)=1L.

® Find E(X +2Y).

Solution:
E(X + 2 Y) — E(X) + 2E( Y) linearity of expectation
= 1 + 2(2) given
= b.
L]
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Problem 7

Let X and Y be random variables such that

EX)=1, V(X)=1, E(Y)=2 V(Y)=2 Cov(X,Y)=1.

O Find E(XY).

Solution:

Recall the covariance formula: Cov(X,Y) = E(XY) — E(X)E(Y).
Therefore,

E(XY) = Cov(X,Y)+ E(X)E(Y)
1+ (1)(2) v
!

O
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Problem 7

Let X and Y be random variables such that
EXX)=1, V(X)=1, E(Y)=2, V(Y)=2, Cov(X,Y)=1.

® Find V(X —2Y + 1),
Solution:
V(X - 2Y + ].) = V(X - 2Y) Variance of a linear transform: V(aX + b) = ng(X)
= V(X)+(=2)?V(Y) 4 2Cov(X, -2Y)

Variance of the sum: V(X + Y) = V(X) + V(Y) + 2Cov(X, Y)

= V(X)+4V(Y)+2(=2)Cov(X,Y)
Covariance of linear transform: Cov(aX + b, cY + d) = acCov(X, Y). Herea=1,c = —2.
= V(X)+4V(Y) - 4Cov(X,Y)
= 1+ @)(2)—4(1) e
= 5.
O
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Problem 7

Let X and Y be random variables such that

E(XX)=1, V(X)=1, E(Y)=2, V(Y)=2, Cov(X,Y)=1L.

® Find Corr(X,Y).
Solution:

COI’I’(X, Y) = M correlation formula
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Questions?
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